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Abstract Based on those requests, the server processed
the database queries and reading files. Most of the
server processes are run on the powerful PCs,
. . S e . TWorkstations or on mainframe computers. As the
Iog|c; while, the application logic 'S_ pgrformmgrftr_le extension of object-based programming model with th
client. The latency me.a.sure.ment is important ansl th ..\ re of large pieces of software into smapieces
paper focus_es on minimizing the gmount of (_jelayin well defined interfaces, client server model is
between client and server. A single maCh'ne’Sintroduced. The server components are called by the
operating system communication combined with Ajient component which then creates better
popular speed up method is used. The safest taghniq maintainability and extensibility. All hosts of ajpsing

to access the smooth performance is the explanatiogystem brands and hardware from multiple vendars ar
and re|nt.roduct|0n of the overclockmgl method. They,e significant environment of client/server conipgit
overclocking method can be used efficiently for theWhen the number of clients increases, the clientese

system under some special considerations Wh'Ch _ar%entralized solutions become vital. Server processe
beyond the manufactures warranty for rating in .., s run in parallel, each process servingits

unusual Procgssors. In order to rgduce the .amomnt Oget of clients. In the parallel server processesing,
Iate_ncy time in workload trar_13fernng, thg d|stdl§d each of the own set of clients are served their
environment based overclocking method is usedis$n t processes.

hardwar_e test.bed platform, the_ clear_results ofrell Client/server models have the security problem
known intensive benchmark simulation performancem distributed environment rather than centralipee.

tests are presented. The Ia_tency reduct|or_1 of singl The failure of one server severely effects on &lthe
processor  server and client computations  are qjioniq which are rely on them and so lead to rende

performed interchangeably. According to this, the problem .The failure of the server makes less @Sy
operational latency on the benchmark test improvedto the clients connected them

significantly as shown in figures.

In client server communication, the client is
completely dependent on the server for computatio

From the perspective of network fails, the
Keywords: Overclocking, latency, workload servers are suffered from unreachable, performande
transferring, benchmark running reliability. Long response time becomes from high
network traffic of one client to all of the otheients.
So, when one or two servers with one or two donéns

The requesting server processes to provide &lients environments is used, the popular architecto
service uses popular distributed model of cliemvese ~US€ is two-tier. But three-tier architecture is enor
computing. Because different computers are condectescalable than two-tier architecture. Decoupling
over a computer network, they can run efficienly. and servers’ intermediary processed is used irettiee
client application process or program sends messagérchitecture (D. Hemmendinger, A. Ralston, E. D.
to the server from the network and then the serveRe€illy, 1997, [1]). There are logically three soescof
looking up in the database record or file on theexes ~ delay in client server system, a sum of sub delays
hard disk. In fact, the client can only perform the COMprising user think time at a terminal and furthe
functions like display, keyboard typing, less sgmaf  Ones in the host computer system of the client, two
local disks and other unimportant peripherals.directions of request and reply of the network and
However, the server accepts and performs thosdinally the server. In typically, various kinds eétwork
processes from the client through the network. communication and complex nodes are linked in tlien
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1. Introduction



server system. They consist of many clients and anodule is overclockable to at least a slight degree
variety of server levels. When the local servefilfat there are few reasons not to attempt it. Whetheiob
the client’s request and then in the transactiatgss, the processor is overclockable relies on severibifa
one server and the network connection is processeaf the modern processors. It refers to operating a
The second level or higher level of the serverd thn component such as the GPU, CPU, chipset or memory
request can be satisfied by forwarding one networkat a higher frequency than originally intended bg t
after another. In simplest example, such systeras armanufacturer. Moreover, it makes use of a certain
quite complex topology with the sharing of applicas  safety margin (often called ‘headroom’) present in
and databases. In this place, the response time igractically every chip. Because the chips are desig
completely dependent of the server level whichto operate smoothly in a wide variety of surrougdin
transaction has to be sent and distribute the rsgpo and conditions, this often allows overclockers to
time (A.J. Field, P.G. Harrison and J. Parry, 199,  squeeze a little extra performance out of a chiipguiss

The last twenty years have seen a steady increagi@fety margin (A.Cumbur and H.Sumi [9], 2000).
in the performance of computer systems at cost The composition of sections are overclocking
efficiency unmatched by any other industry. But theand their occurrences (Section 2), the role ofntlie
increasing capacity and density of components é th Server in latency improvement (Section3), the psego
systems has resulted in a steady growth in powsglgu ~ System implementation (Section4) and the last {@®ct
and cooling requirements. Although manufacturing®) is conclusion.
technology and circuit design cons_iderations bmthtl 2. Overclocking related Functions
processor clock speed, increasingly the first-order
limitation for the processor family on a specific Overclocking has been introduced many years
platform is power (R.Junan, R.Karthick, R.Freeman,ago with the smarter performance results. The
H.Heather, G.Soraya and K.Tom, 2005, [3]). In thefollowing researchers have published successful
paper of the authors (A.Yongwoo and B.Riccardopresentations based on overclocing method. Most of
2007, [10]), they used overclocking to encourage th them used these methods on single processor. in fac
device to operate at greater speed with zero dast. the method of overclocking is only the upgradinghef
achieve the ratings faster than the manufacturérsan  performance of the processor rather than the lfioita
make speeding up the computers’ components i®y the manufacturer (J.Bok.Gyu and K.Sung.Min,
overclocking method. For the new computer users2012, [8]). The process of upgrading the perforreanc
overclocking may be a thriller event. The smartigé  of the processor is the useful method for resource
making speed up the processor’s ratings becomes mointensive workers which mainly focused on graphics
popular in nowadays. But when overclocking method i and memory. But the latter focusing is dangerousifio
required to implement successfully, the beginnenstm of the enthusiasts. Overclocking the CPU is a kelov
have sufficient knowledge about the SPEC of theiractivity of PC enthusiasts since the dawn of the
processor (Beginners Guide, [5]). Moreover, COmputer age. The process or “art” of pushing a
overclocking mainly depends on the hardwareprocessor's clock speed is what the manufacturer
ingredients and types of processors, whetherdcieed ~ suggested (Maekinen.S, 2006, [6]). When the time
or unlocked processors. came to reach to speed up the required amount of

The harmonic balance of overall computing processor, overclocking became essential with ctspe
performance of the PC is obtained by implementing o to less vulnerability and cost effective. And she t
overclocking method and the extra speed resulissis ~ overclocking is simple to show that processor can
shown (H.Ahmed and A.Azween, 2009, [4]Fhe function at much higher clock frequencies, givirgiya
precise term of overclocking originated from squegz boost on everything from resource intensive tasks t
the other additional performance with no cost. lin a everyday processing including games (G.Brian and
resource intensive environments such as gamel.Josep, 2007, [7]).
computing ber?chmar.king proglrams . anq obsoletez_ll Drawbacks of Overclocking
deskop computing, this method is flexible in anyway
Since almost every modern processor and memory
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e Heavily depends on cooling solutions to e Load sharing and load balancing methods for

protect the chip from overheating and client server architectures are complex for
significantly lessen lifetime reliability of the system users rather than overclocking.
System. . , 2.5. The Objectives
e Must be monitored not to exceed the system’s
temperature about 60 degrees Celsius. * To achieve flexible computation for all kinds
+ Stability is also important and must be use of software platform.
programs to make sense of instability * To protect the system temperature under
conditions. proper circumstance.
* Must clean dust from CPU heatsink before * To emerge intuitive users for future.
overclock. e To provide the simplest solution for users this
* Another important thing to regard is that it is is rare at other techniques.
also difficult in separating problems between « To reduce energy consumption for each PC by
CPU/RAM and PSU (Power Supply Unit). using centralized system which then share its
e Achieving thermal balance and lifetime resources to many clients .

liability al I tial role. . . .
refiablity also plays an essential ro’e 2.6. Useful Equations of Client Overclocking

2.2. Aavantages of Overclacking The following equations are used to measure the

« Other upgrades are not required to turnenergy consumption of CPU and after that we need to
existing dead end machines which are measure the temperature of the processor to prevent
absolutely obsolete. from overheating which leads to totally damaged.

« More suitable for developing countries where CPU OCed Watts = DW x (SO/S) x (VO/V) * 2
a few budgets is gained for new machines. (1)

. The labor costs of Setting up the upgrade are Where, the overclocked watts can be obtained

almost zero cost in order to gain the efficient from multiplying the default watts (DW) of the
performance. processor and the overclocked seconds (SO) which is

« The energy consumption of overclocking divided by the original value(S). Finally the
server is insignificant amount compared with overclocked voltage (VO) appeared from the remainde
¢ of the initial voltage (V) which is then multipligal 2.
Proc Temp = (C/W Value x OCed W) + Case Temp
..(2)
2.3.Major Contributions Then calculate the temperature of the processagravh
in (C/W) is cycles per watts.

traditional client-server computing and so i
leads to green for future.

Overclocking method is mostly used
standglor?e PC envi.ronm.ent and the propo§ed system 3 Role of Cli/Ser in Latency | mprovement
used in single machine client server.Operatiortehlay
problems are solved by overclocking the server. 3.1 A Procedure Description

® A procedure for client overclocking via the Start
server under the safe condition is also (1) Connect the client with the server.
introduced (2) Select an application to run on client to tist
performance.
(3) If the size of the program is greater than the
* Our PC no longer grunts to run software  threshold (T) value then capture the SPEC of the
comfortably due to lack of performance and  server and overclock it.

2.4. TheMajor Stimulus Factors

efficiency. Else run the task normally.
 Necessary to exercise a known safe clock (4) Keep the temperature to exist between 45 and

speed. 65 degree Celsius while overclocking and then keep
»  Fun, hobby or competitive reasons. on the following steps.
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Else adjust the temperature to reach In order to capture the task of the computer that
the safe condition.

(5)When the app successfully finished,

overclocking and show running time.
Else capture of the SPEC of the server and4-2. Usingthe CPUID CPU-Z Tool

overclock again.

(6) Run a memory stress test program to test the

stability.

(7) Run a processor stress test program to test th

stability.

(8) Show the stability results to validate the @ex

is successfully finished.

StOp Technology | 22 nm Core Voltage | 0.784V CORE'i7
The above procedure is used in order to speedeaip th Specicaton Imei(R) Core(TH) 7-3770 CPU @ 3 405z

Famity [} Model A Stepping 9

Communlcatlon Iatency tlme based on the appllcatlon IHE:-u:iT:: r.w.|: ssE,SSEE:::::ISSSEB:SSEM,Z:?G;Er.|e§‘:,m

running. When the app is run slower than the trolesh
millisecond value, then the client is overclockeadtie

server. Finally, the app is run successfully.

4. The Proposed System | mplementation

4.1. Capturing the Tasks Running

First of all, the applications from server are

is currently running, a java program is used tadra

stop about the workloads, in Figurel.

This tool is valuable to detect the components of
the CPU and its’ related specifications. Moreousyr,
lésing this tool, the detailed information of the

processor is also captured in Figure 2.
Hewz =) = ==
CPU | Caches | Mairbeard | Memory | SPD | Graphics | About |
Processor
Name Intel Core 17 3770
Code Name Ivy Bridge A (intel/insice

Package Socket 1155 LGA

WT-x, AES, AVK

Clocks (Core #0) Cache

Core Speed | 1586.18 MHz L1Data | 4x32KBytes | B-way
Muttiplier [ x 16.0 (16 -39 ) Liinst. | 4x32KBytes | B-way
Bus Speed 99.76 MHz Level2 | 4x 256 KBytes | B-way
Level3 £ WBytes 16-way

Selection |Processor #1 Cores | 4 Threads | 8

Ver 1674x32 _ Teols || vaidae [ ok |
Figure 2. Detecting the SPEC of the Processor

4.3. Making the Connection between Client
Server

absorbed by thin client on normal client serveteys
Then the client performs the tasks and the results
replied to server. In this case, when the cliest fame
problems with running the application and as altegu

leads to consume more energy as well as the thermal
Due to the latency time is increased and need ¢edsp
up the client computing environment, finally, thedm
reduction is required to detect the processor is
functioning well. Before these stepsgreen updates ,
are required from server to gain the essential s TETETETETETST . mmmmme
performance.The increasingnumber of clients may
lead to more workload to server.

[7) CPUutiizaton.java 53
1 package Necessary;
3 import javaio IOException:
5 public class CPUutikzation
private static int fime;
private static int proces!

9= public static void main(
0 Runtime r = Runtime g4
Object noofelockeyell

12 rexec( NDOW|
r.exec('D-|\Wallpap

}

private static int pow(in]
ais Auto-genera
19 return 0

& console 3

CPUUtization [Java Application] C:Prograr

& Windows Task Manager
Fle Optons View Help

[E=E(ECE =)

ervies | Performan

= [nesmoring [ses |

Physical M

=
cousage cPuussge
Werery

istory

ge History

19488
642

43
0:00:19:38
1094 7038

Processes: a3 CPU Usage: 0%

Figure 1. Capturing the Taskswith Java

Figure 3. Server Side Configuration

Figure 3 is the simple java program to connect the
dependent client from server side. This system is
successfully implemented on the same server as
client/server manner.

IpE—

B Lo loTEET 8] S
Figure 4. Client Side Configuration
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- Basics/src/Animation/Carimation.java - Edipse SOK =iE
Refoctor Navigate Search Proct Run Window ek

By using another client side invocation program in

@i%-0-- ¢ POAEND S-F -~

Figure 4, we can detect the port numbers and th( - o iemmms Gum o T — R
running tasks on it. The detailed information oé th | G| 7 e e

H H . ‘e @l Animatess || (11 public class Canimation extends JFrame { 4 = importde
client is captured and the show the running coolgi B2 et s e pELAT= 100 1] oo

1) Animatedd

Insets insets;

specifically.

4.4 The Phase of Overclocking (OCing) Server
with OCCT Tool

Color colors[] = { Color.RED, Color]
Color BLUE, Color MAGENTA )|

public void paint(Graphics g) {
super paint(g);
if asets = null) {
insets = getlnsets()
3

wrtable Smartisert | 2163

e [o[@E[&] <] “oma
Figure 7. Simple Intensive Animat
Program

4.7. The Results of Core Temp

Figure5. Overclocking tool running D“JICRTE"*’ 1-""‘“5 , |E=S SR
. . . File Options Tools Help
This Figure 5 is the most popular tool to speedhg . o s
processor with precise, concise and timely data Processor Information
. . . . Model: | Intel Core i7 3770 (Ivy Bridge)
monitoring. This tool shows the detailed SPEC & th e —
processor including core information and overclacke R e e
COﬂdItIOI’lS Revision: |E1 Lithography: | 22 nm
CPUID: | 0x306A9 TODP: | 77.0 watts
4.5. Temperature Conditionswith OCing P S e et
Tj. Max: | 105°C
i Power: | 8.3 watts Min. Max. Load
Core #0: | 35°C 34°C 35°C 2%
Core #1: | 36°C 35°C 37°C 2%
Core #2: | 40°C 38°C 41°C 1%
Core #3: | 35°C 33°C 35°C 1%

Figure 8. After Running Results of CoreTemp

When we run the intensive programs on client side,
what else we need is to run the Core Temp in cer
achieve the Watts usage and the temperature of the
respective cores in Figure 8. Without using relévan
temperature measurement, the system will lead to
completely down to the operating system and witl en

Figure 6. Description of Temp Situations all of the processings.

The temperature about the processor is also pesbent
in order to adjust and avoid worst case conditions
Figure 6. The voltage, temperatures, frequencidsaan
least CPU usage is presented in this tool.

4.8. Benchmark Test for Latency before
overclocking

To achieve the conditions of the latency before
4.6. Simple Animation Program Running on and after overclocking, benchmark program is also
Client used with 2.7160141 ms for latency in Figure 9sTihi

S o o ~ the result of the performance of the processorreefo
In this Figure 7, the animation with intensive running overclocking.

resource on client machine is run by sending server
push action. This animation shows how much power
consumption as well as taking time in milliseconds.
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|2/ Computer Performance Tests

Benchmark | About

[E=N|ECR =)

Benchmarks

[Whetone =] =

Resuits

2014/06/02 10:20:19 - R
2014/06/02 10:20:19 - R
2014/06/02 10:20:20 - R
2014/06/02 10:20:20 - R
2014/06/02 10:20:20 - R
2014/06/02 10:20:21 - R
R
R
R
R
K

FmEwN o

2014/06/02 10:20:21 -
2014/06/02 10:20:22 -

2014/06/02 10:20:22 - Run 9: T
2014/06/02 10:20:23 - Run
2014/06/02 10:20:23 -
2014/06/02 10:20:23 - Av
2014/06/02 10:20:23 - Av
2014/06/02 10:20:23 - Average Whef

rof Runs 10
e time per cycle 27160141 millisec.
tone Rating 368711 KWIPS

Test (time for 100 cycles): 302 millisec.
Test ( 0 cycles): 306 millisec.
Test (time for 120 cycles): 320 millis:
Test (time for 130 cycles): 345 millis:
Test (time for 140 cycles) 375 millis:
Test (time for 150 cycles): 401 millisec.
7: Test (time for 160 cycles): 428 millisec
un 8: Test (time for 170 cycles): 453 millis:

o for 180 cycles) 482 millis:
es): 507 milli

ec.
ec.
ec.

ec.
ec.
sec

Figure 9. Before Running OCCT

4.9. Benchmark Test after overclocking

|-/ Computer Performance Tests

Benchmark About

[ESN[HOR S

Benchmarks

‘Whelslnne ‘v‘ ‘ Run ‘

Results
e UETU-R

[2014/06/02 10:30:13 - Mumber of Runs 10
2014/06/02 10:30:13 - Average time per cycle 3.8459103 millisec.

2014/06/02 10:30:13 - Average Whetstone Rating 260385 KWIPS

30T U e TIE TOT T30 CYIEs) TISET.
[2014/06/02 10:20:11 - Run &: Test (time for 150 cycles) 559 millisec.
[2014/06/02 10:20:11 - Run 7: Test (time for 160 cycles) 593 millisec.
[2014/06/02 10:20:12 - Run &: Test (time for 170 cycles) 655 millisec.
2014/06/02 10:30:13 - Run 9: Test (ime for 180 cycles). 705 millisec.
2014/06/02 10:30:13 - Run 10: Test (time for 190 cycles): 709 millisec.

5. Conclusion and Future Work

The developed education environment considers
how to retain the obsolete PCs, how to reduce the
amount of energy consumption and how to recycle
existing equipments as they have sufficient tecinic
supports, so thin clients can be used as further
extension. So, the system vividly points out the
efficient memory usage of obsolete clients with hieép
of server overclocking method and even it can fyreat
save the green environment. The most significasitifa
that clients’ running time latency in milliseconosthe
benchmarks has been improved as shown in figure. In
order to improve long lasting of the client’s lifag,
this method could give the best strategy for thiéren
client server computing environments. The resource
intensive applications such as 3D models rendering
over the network, oil exploration, weather foretagt
and storm movement direction with the use of some
image processing methods may be further extendion o
this work.

2014/06/02 10:30:13 - Average Whetstone Rating 260 MWIPS

Figure 10. Results after Running OCCT
[1]

These clear results showed in Figure 10 with the
significant improvement of the latency 3.8459103 ms
faster after overclocking.

[2]

[3]

4.10. The Flow of the Proposed Client Server
System [4]

Centralized Serve
| ﬁ - PDAx i
WiFiclicnt
Wired client
Mobile client

Figure 11. The Proposed Simplest Centralized
Structure with Different Client Types

[5]

[6]
[7]

(8]

9
The above Figure 11 shows multiple clients With[]

centralized server. Only the server is responsible
monitor the conditions of the clients with stateful
behavior. In this figure, all kinds of clients are
presented including wire connected clients, wireles
clients, mobile clients and Personal Digital Assits
(PDASs). In order to cover the whole system, these
clients are named thins.

28

References

D. Hemmendinger, A. Ralston, E. D. Reilly, December
5, 1997

A.J. Field, P.G. Harrison and J. Parry, 1993.

R.Junan, R.Karthick, R.Freeman, H.Heather, G.Soraya
and K.Tom, 2005.

H.Ahmed and A.Azween, |IJCSNS International Journal
of Computer Science and Network Security, VOL.9.
Beginners Guides: Overclocking the CPU,Motherboard
and Memory.

Maekinen.S , CPU & GPU Overclocking Guide,2006.
G.Brian and T.Josep, supported in part by the Nation
Science Foundation under grant CCR-0325603;
DARPA under grant NBCH30390004; DOE under grant
B347886; SRC GRC under grant 2007-HJ-1592.
J.Bok.Gyu and K.Sung.Min, International Journal of
Smart Home ,Vol. 6, No. 4, October, 2012.

A.Cumbur and H.Sumi, Proceedings of the Third IEEE
Workshop on Mobile Computing Systems and
Applications (WMCSAI00), 2000.

A.Yongwoo and B.Riccardo, Euromicro Conference on
Real- Time Systems, IEEE, 2007.



